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Abstréct

Human instinct is very complex. Understanding this instinct requires strong dimensional analysis of discourse knowledge. Computer
systems are now being trained to recognize how things work in a real-time environment for intelligent analysis. This attempt, although
very advanced, has one limitation. There is an intelligence gap that puts humans one step ahead of machines. The fuzzy logic system
can be used to make a machine better understand this intelligence gap. In other words, fuzzy logic is a computer intelligence technique
that makes a computer understand and think like humans. The fuzzy logic system is now attracting scientists. and engineers around the
world as it can tackle previously unsolved problems by integrating its capabilities with soft computing techniques such as neurological
and chaos computing, genetic algorithms, probability calculus, and immune networks. improved knowledge-based technology or expert
system, but also mainly the granularity of intelligence has changed. With the help of the fuzzy logic system, household appliance
manufacturers today, for example, embed intelligence in certain products. The application of a fuzzy logic system also transformed
industrial process control and enabled different approaches to product development. The fuzzy logic system has appeared mainly in
America and Europe, with Japanese companies spearheading the commercialization of the technology. The aim of this study is twofold:
first, to understand the fuzzy logic system for effective decision-making, and second, to demonstrate the existence of this intelligence
gap through realtime examples. The examples are carefully chosen to illustrate and demonstrate the applications of the fuzzy logic
system to any reader. ,
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RDNN for classification and prediction of Rock/Mine in underwater

acoustics
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ABSTRACT
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Keywords:

Sound Navigation Ranging(SONAR)
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The detection of minerals (mines) or rocks would have been extremely difficult without the expansion of
the Sound Navigation Ranging methodology, which uses specific parameters to determine if a barrier or a
surface is a mine or rock. Hence, this proposed work is concerned with the progression of distinctive
among metal cylinder which is named as mines and cylindrical shape material which is named as rocks
using deep learning based algorithms. Moreover, this work introduced novel technique as Rock or mine
Detection Neural Network for performing rock/mine prediction and classification in underwater acous-
tics. The proposed RDNN method outperforms the outcomes by attaining high accuracy as 92.85% mean
accuracy that makes better model performance.

© 2021 Elsevier Ltd. All rights reserved.

Selection and peer-review under responsibility of the scientific committee of the International Confer-

ence on Nanoelectronics, Nanophotonics, Nanomaterials, Nanobioscience & Nanotechnology.

1. Introduction

One of the major difficult task in sonar targets are classification
of substantial properties in underwater acoustics sonar objects
such as mine like objects, rocks etc. By Jetty [ 1! applied various
machine learning algorithms for identifying rocks/mines and dis-
tinguishing the same from underground data of unmanned vehicle.
Here the neural networks are trained to distinguish the sonar
based datasets into metal like mine, or rocks of comparable size.
Khatik et al. [ 2] proposed generic rock mass rating for categorizing
rocks using artificial neural network. Venkataraman Padmaja et al.
{2} Machine learning techniques such as KNN, decision tree, and
gradient booster, as well as SVM techniques, were used to separate
the objects, such as rock or mine, in order to obtain high resolution
images. Using a feature set and a Gradient Boosting classifier, this
model achieves an accuracy of roughly 90%. Fig 1 demonstrates
finding abnormalities such as rocks which is classified from mine
like objects in underwater acoustics system.

But, this paper focused on performing extra investigation in
sonar dataset for detection and distinguishing the rocks or mines
like materials in underwater acoustics using deep learning based
neural network approach [32 33]. Moreover, comparison of net-

* Corresponding author.
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ty of the scientific committee of the International Conference on Nanoelectronics, Nanophotogic: vaynmaterials

work distinguishing performance of existing deep learning models
along with our proposed neural network based layers by evaluat-
ing accuracy and loss measures as metrics evaluation.

2. Related work

Ravi et al. [2] introduced Online Multiple Kernel Learning
(OMKL) is a combination of neural networks and online learning
that tries to build a kernel-based prediction function from a pool
of predefined kernels. Here, SVM and NN algorithms were applied
to distinguish sonar data. Hassan et al. {4] utilize PCA and stan-
dalone architecture to integrate Back Propagation Neural Network
for the categorization of two datasets (sonar and ionosphere data-
sets) in bagging ensemble architecture. Lee et al. {70! Due to the
high density of fine floats or aquatic microorganisms, water bodies
frequently show a serious reduction in visibility. Shin et al. {21]
Because optical images have limitations, imaging sonar has
become a generally accepted option for obtaining accurate mea-
surements regardless of the turbidity of the water. Sejin Lee et al.
i22] introduced image synthesizing method to capture sonar
images using underwater simulator. Fenglei Han et al. | 23] focused
on real time underwater object detection and as well as classifica-
tion using deep learning based CNN approach to attain underwater
working operation. Simon Fong et al. || applied incremental data
stream mining methodology with conflict analysis approach on
underwater sonar signal detection to examine the efficiency.

&

f

A

A \\C‘“
Please cite this article as: Jetty Bangaru Siddhartha, T. Jaya and V. Raj for PR = & (el
lﬁ“"‘i"‘ Today: Proceedings, itpe ! ok oeg/ 38 10164 matpe m::.;-?g!::. RDNN for classification and prediction of Rock[M,é{n undw a . G\\“?\D
LY .AG‘\
L b W
i (\\\\\ L\
W




Jetty Bangaru Siddhartha, T. Jaya and V. Rajendran

Materials Today: Proceedings xoex (xxxx) xxx

Fig. 1. Abnormality detection in underwater acoustics.

gyu Xie et al. | 16] focused on predicting the rock size while blasting
mine with greater accuracy and attained high consistency using
artificial intelligence approach. Babaeian et al. {24} utilized regres-
sion model for finding the rock size as well as explained its domi-
nance. Ding et al. [25] applied stochastic gradient boosting
algorithm to categorize the stability of pillar in underwater mines.
Ebrahimi et al. {26} developed Artificial Neural Network and Bee
colony algorithm to offer suitable rock destruction for achieving
higher accuracy using RMSE metric evaluation. Zhang et al. [27]
presented an ANN based detection algorithm for an UAV
(Unmanned Aerial Vehicle) based on slope and skewness of
received signals in terms of error rate. Hao Yue et al. [ 18], Guojian
Cheng et al. ! 1 7lunderwater acoustics sonar targets were classified
using deep learning based CNN approach attains 94.8% accuracy. G.
Huo et al. | 28] integration of both semi-synthetic data generation
as well as deep learning based transfer learning approach provides
more accuracy in categorizing underwater objects. Jongkwon Choi
et al. [12] utilized machine learning algorithms such as random
forest, CNN, SVM, feed forward neural network for categorizing
surface or underwater acoustics in ocean via low frequency acous-
tic data. Nikitha et al. 129} and Harvinder Singh et al. [ 17| devel-
oped machine learning algorithms for distinguishing rocks or
mines in underwater using highly spatial dataset. Mukherjee
et al. {10} introduced pattern analysis algorithm which constructs
both symbolic dynamic and finite automata theory for finding
mine like objects in underwater acoustics surroundings. Bradley
Efron et al. 19} explained how the LAR model were derived the
properties that constrains the sum of the absolute regression coef-
ficients. Abhishek et al. |20} utilized Fast Region CNN approach to
categorize the underwater objects as rocks or mines. Ritwick
Ghosh et al. {7 determined that machine learning techniques
and neural network algorithms by Abdul-Qader et al. [ 1 3} support
vector machine algorithm by Jade et al. (3], deep learning based
network [58] attained better outcomes in classifying rocks or
mines using sonar dataset. Dhiraj Neupane et al. {21} and Bouzer-
doum et al. [14] studied deep learning based approaches and
machine learning algorithms by Dahee Jung et al. [ 15] for detecting
sonar mine objects using sonar images.

3. Proposed workflow

The proposed workflow describes the classification of rock or
mine in underwater acoustics through sonar technology.

Step 1: Gathering dataset from the specified repository espe-
cially SONAR dataset.

Step 2: Loading the dataset for training phase.

Step 3: Apply feature extraction technique to extract the rele-
vant features related with sonar dataset.

Step 4: Create RDNN algorithm for predicting and categorizing
the sonar dataset as normal (mine) and abnormal (rock) in under-
water acoustics.

Step 5: Compute the central measures tendency for mean and
standard deviation.

Step 6: Splitting the dataset as training and testing with 70%,
30% respectively

Step 7: Calculate metrics such as accuracy, loss, accuracy based
on validation and validation loss for evaluating the overall perfor-
mance of the model.

4. Dataset explanation

The dataset which were utilized in this work have been taken
from the resource namely UCI machine learning repository
described in Table 1. This high generalization has been attained
on the Neural Network based approach. To achieve greater accu-
racy for performance enhancement, the implementation was done
in Python version 3.7 environments. The resource link is men-
tioned as hitps:)

50N0ar

datahubao/machine-learming/sonar#resource-

{34-35}.
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The total number of sonar data available in the source is 208.
Among these data, 111 data allotted for mine metal, and the
remaining 97 data allotted for rock matenal.

4.1. Data visuahization

Keras also has a function for creating a visualization of the net-
work neural network graph, which can help with more complex
models, To create a plot in the network, plot_model () function is
utilized. This function needs some parameters:

To_file (): name of the file to which to save the plot

Show_shapes (): shows the every layer as output shapes.

Show_layer_names (): show the layer names in the neural
network.

RDNN model: our novel model to predict and classify the
objects as mines or rocks

Materials Today: Proceedings xxx (xxxx) xxx

from keras.models import Sequential
from keras.layers import Dense
from keras.utils.vis_utils import plot_model
model = Sequential()
model.add(Dense(2, input_dim = 1, activation="relu’))
model.add(Dense(1, activation="sigmoid"))
plot_model(model, to_file="model_plot.png’,
show_shapes = True, show_layer_names = True)

4.2. Density curve

Density curve is utilized for visualizing the reliable and infor-
mative data. This curve provides a variety of alternatives for view-
ing a single variable from one or more categories. The histogram
plot using density curve is depicted in Fig. 2.

i ram plot usin; nsity curve. . \.\\“ “‘\
Fig. 2. Histogram pl 3 g Density \‘3“,«\\\(\5\\“‘\\)6\)\\39“
W \\30‘\“
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4.3. Data correlation

The statistics of data is implemented using heatmap. The heat
map is a two-dimensional representation of the data. In the graph,
the data values are represented by colors. The purpose of a heat
map is to create a colorful visual summary of data. For each value
to be plotted, a heat map has values indicating several shades of
the same color. The darker hues of the chart usually correspond
to higher values than the lighter colors. A completely different color
can likewise be utilized for a significantly different value. By using
matplotlib, the output of heat map will displayed as shown in Fiz_ 2.

4.4. Feature selection
Feature selection is @ much more straightforward task that is

given a list of prospective features, choose a few and eliminate
the rest. Feature selection is used to avoid redundancy and/or irrel-

heat
ea mapw

05 e

-00 i : T

33531933

s o
22 2
Fig.

3. Histogram for visualizing data using Heat map.
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evancy in features, as well as to limit the number of features avail-
able to avoid over-fitting.

4.4.1. Least Angle Regression(LAR)

A novel model selection approach called Least Angle Regression
is a helpful and less greedy alternative of previous forward selec-
tion methods shown in Fiz 4.t is fast and very efficient method
for fitting a Lasso regularized regression model without using
hyper parameters. This regression provides the following

i. An alternating way to train Lasso regularized linear regres-
sion approach which adds penalty to loss function during
training phase.

ii. The prediction of rock or mine can be done by evaluating
LAR regression model.

iii. The configuration of LARS regression model for a novel sonar
mine rock detection automatically through k-fold validation
technique.
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Fig. 4. LAR regression model for feature selection.

5. Proposed architecture

The architecture elucidates about how we are predicting the
metal like mine objects, rocks etc and distinguishing the sonar
abnormal data into rocks or mines using RDNN classifier model.
The proposed framework is depicted in Fig_ 5.

The sonar abnormal dataset have been collected from Kaggle
website as a source for this work. When the features in the data
have diverse ranges, normalization is a strategy used during data
preparation to adjust the values of numeric columns in a dataset
to use a common scale. Feature extraction is utilized to recognize
essential features in the dataset for coding by deriving new datas
from the original dataset. A technique for natural language pro-
cessing that extracts and categonzes the parameters used in a sen-
tence, document, webpage, and so on. Then, split the sonar
abnormal datasets into training data and testing datato train and
test the model for measuring the accuracy of the neural network
model. Now we applied Rock/mine detection based neural network
classifier model to make prediction of underwater acoustics
objects also distinguishing the objects into mines and rocks.

6. Metrics evaluation

A. Central tendency measures

Each layer’s activation may result in a different data distribu-
tion. As a result, we must normalize the data input to each layer
by subtracting the mean and dividing by the standard deviation
to improve the stability of deep neural networks. In this method
we are estimating the central tendency measures such as mean
and standard deviation to enhance the steadiness of neural net-
works for improving the overall performance. Mean and SD for-
mula along with its description are mentioned in Table 2.

Table 2
Central tendency measures,

Central Tendency Measures

Appraise Modus operandi Depiction
Mean Zx/n Average of list of given numbers.
SD Measures the dispersion of sonar dataset

2
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Fig. 5. Proposed architecture for classifying underwater objects as mines or rocks.
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B. Metrics Estimation

The metrics such as accuracy, loss, validation loss and validation
accuracy were estimated for identifying underwater acoustics
objects and classifying the sonar data as rock or mine.

i. Accuracy: Accuracy is defined as the number of correctly
classified data from total number of input sonar abnormal
data which makes greater enhancement in predicting NN
model performance in mine like objects detection. The for-
mula used to measure accuracy is shown in Eg. (1.

TP+ TN

Accuracy = oo TN TFN 1)

il. Epoch: An epoch is a unit of time used to train a neural net-
work with all of the training data for a single cycle. We use
all of the data exactly once in an epoch. A forward and back-
ward pass are combined to make one pass: An epoch is made
up of one or more batches in which we train the neural net-
work using a portion of the dataset.

Validation Accuracy: The validation accuracy is predicted by

contrasting the index of the highest scoring class in y label

prediction vector and the index of the actual class in the y

label true vector. It returns 0 or 1. The accuracy is predicted

by correctly classified data among all input sonar abnormal
datasets.

. Loss:The loss functions are supportive to train RDNN espe-
cially Adam optimizer model. Based on actual input and pre-
dicted input datas the losses will be estimated (i. e)
distinguish among output data and target datas from sonar
abnormal datasets, We introduced loss function (Lsegm)
which is the integration of weighted loss (L) loU and also
weighted binary cross entropy L, BCE loss for every segmen-
tation of sonar data. The formula for loss functions as shown
in Eq. {2}

Leegm = LwloU + ALBCE 2)

where A represents weight of abnormal data.

Materials Today: Proceedings xoox [xxxx) xox

v. Validation Loss: The loss function is validated by distinguish-
ing among sonar mine or rock from underwater acoustics
sonar data for segmenting sonar data into normal data as
mineabnormal data as rock exactly.

7. Experimental outcomes

The layers utilized for sonar abnormal dataset using deep learn-
ing neural network based Rock/mine detection and classification.
The layers maintained by models, the size of layers, input shape,
activation layer and which optimizers are utilized by various exist-
ing models and comparing with proposed approach depicted in
Table 3.

7.1. Accuracy comparison

The mean accuracy are evaluated to estimate the performance
of RDNN model in predicting and distinguishing rock or mine in
underwater acoustics using sonar dataset. iz & demonstrates val-
idation accuracy as 85.7% accuracy as 100% loss as 0.04 validation
loss as 0.35 in prediction and distinguishing underwater objects
like mine or rocks using sonar dataset using k-fold cross validation
with 50 epochs for model 1.

Fig. 7 demonstrates validation accuracy of 90.48% accuracy as
98.2% loss as 0.13 validation loss as 0.287 in prediction and distin-
guishing underwater objects like mine or rocks using sonar dataset
using k-fold cross validation with 50 epochs for model 2.

Frz. 8 demonstrates validation accuracy as 85.7% accuracy as
100% loss as 0.13 validation loss as 0.518 in prediction and distin-
guishing underwater objects like mine or rocks using sonar dataset
using k-fold cross validation with 50 epochs for model 3.

Fiz. 9 demonstrates validation accuracy as 92.8% accuracy as
100% loss as 0.33 validation loss as 0.39 in prediction and distin-
guishing underwater objects like mine or rocks using sonar dataset
for novel proposed RDNN maodel using 50 epochs.

7.2. Overall comparison

Here, model 1, 2 and 3 are the pre trained model with splitting
of training and testing data including prediction as well as classifi-

Table 3
Proposed RDNN model for Sonar Abnormal dataset.
Layer Layer size Input Shape Activation Optimizer
Model1 Dense(100) 60 RelU Adam
Model2 Dense(30) 60 RelU Adam
Model3 Dense(60),Dense(60) 60 RelU Adam
Proposed RDNN Model Dense(60) 60 RelU Adam
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cation of underground objects as mines or rocks. While comparing
with existing models, this RDNN model generates better mean
accuracy as 100% with 0% Standard Deviation in prediction and

Table 4
Overall companson among models.

also classification of objects achieves 92.85%. The overall compar-
ison on prediction and classifying rocks or mines using sonar data-
set is described in Tabile 4,

Model Training Testing K-fold Evaluation
Modell 100 85.7 88.57 for mean X

9.1% SD
Model2 98.84 90.48 82.57 for mean 9047

7.63 for SD \\
Model3 100 85.7 84.41 for mean BRANY A"

9.95 for SD g}ﬁ% % X
Proposed Model(RDNN) 100 92.86 100 for mean ?\\\\ _sii\\gg- ?\?‘S)

0.00 for SD Q o0 @\Q}\ i

O
7 .
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8. Conclusion

In this proposed work, RDNN classifier model have been applied
for metal classifying namely rock or mine in underwater acoustics
through statistical analysis in deep learning based neural networks
using sonar datasets. Sonar technology combined with an
unmanned autonomous vehicle can be used to remove signals in
underwater communication. But, here Rock/mine detection neural
network approach reveals enhanced outcomes by achieving mean
accuracy of 100% with 0% SD using k-fold evaluation and sonar pre-
diction achieves 92.85% to enhance the model performance. To
achieve more prediction accuracy, the hyper parameters has to
be done in sonar dataset for better classification of objects like
mine/rocks in underwater acoustics.
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ABSTRACT

SYN Flood Attack is one form of distributed denial of service attack that attains the handshake process of
TCP. This attack consumes all available server resources and provokes legitimate traffic which aims to
make the server unavailable. It causes serious damage to cloud server and networking protocols. The
main objective of this research work is to train the neural network for detecting the attack and to secure
network connection. A novel binary fruit fly optimization algorithm with deep learning is proposed to
predict the syn flood attack. The proposed algorithm is implemented using the KDD cup dataset. DL-
BFFA algorithm has achieved 99.96% detection accuracy for detecting the SYN Flood Attack. A comparison

Synchronize (SYN)
Fruit Fly Algorithm

study is conducted to validate the proposed model.

© 2021 Elsevier Ltd. All rights reserved.
Selection and peer-review under responsibility of the scientific committee of the International Confer-
ence on Nanoelectronics, Nanophotonics, Nanomaterials, Nanobioscience & Nanotechnology.

1. Introduction

Nowadays the internet offers online banking, e-commerce, and
education services online. SYN flood attack is a type of cyber threat
that can affect the internet services such as email, online account-
ing, and public networking. This attack occurs, and then the users
aren't able to access network resources, devices, and information
systems. SYN flood attack is a method to create a connection
between the client and server in a transmission control protocol
TCP/IP network. It can occupy the available connections in the port
and leaves an incomplete handshake. The send request will be con-
tinued by an attacker until all open ports are saturated with their
requests. It has denied the connection to the legitimate users in
the network. In the big data field, this type of attack is increased
due to political, e-commercial, and personal reasons. The main tar-
get of this attack is to harm web-based applications, media, and
software industries. The schematic example of an SYN flood attack
on the network is shown in Fig. 1.

In 1994, SYN flood attacks were discovered by Bill Cheswick and
Steve Bellovin. CERT published an article for mitigating SYN flood
attacks {1 ]. It is very crucial for secure communication in the net-
work. The traditional approaches are mainly focused on manual
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recognition and statistical analysis. New techniques are based on
data mining, machine learning, and neural networking. Entropy-
based lightweight DDOS flood attack detection model has achieved
fine anomaly detection accuracy {2]. In a network security system,
a software-defined network (SDN) is deployed using programming
languages such as java and python with security functionality
methods [ 3-5]. ATCP connection initiated using a three-way hand-
shake technique has led to vulnerability to the attack [6]. In 2018,
Kaspersky has revealed that 50% of the cyber attack is based on the
TCP SYN attack only {7}.

Most of the research work focuses on the detection approaches
are based on offline analysis and simulation methods such as pat-
terns during normal and attack states, network traffic characteris-
tics. Due to this limitation, the authors propose a deep learning-
based model to predict the SYN flood attack in real-time. The main
contribution of this is as follows.

« A novel binary fruit fly optimization algorithm with deep learn-
ing is proposed to predict the syn flood attack.

» Train the neural network model for detecting the attack to
secure network connection.

This research paper is organized as follows: Section 2 addresses
the detection and mitigation solution for SYN flood attacks. ¢
tionn 3 discusses the data collection and feature sel
niques. The proposed BFFA model implementatio
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Fig 1. Schematic diagram of SYN flood Attack.

described in section 4. The performance analysis and the results
are presented in section 5. Section & concludes the model and
future work to carry out the reproductively of the model {23-25|.

2. Related work

Many researchers have produced solutions for DDOS detection
using static-based and machine learning-based approaches. The
authors have proposed a novel deep learning model combined with
the optimization algorithm to detect the SYN flood attack. Research
works related to the statistical and machine learning models are
discussed as follows:

2.1. Statistical analysis

The severities of the attacks are classified as TCP-ACK, Slowloris,
and SYN attacks. The authors have determined the confidence
interval and distribution of the network data during a normal time
(without attack). Any deviation in the mean throughput value indi-
cates the attack. The value of the mean throughput and confidence
levels were used to detect the anomaly attack |8}. At early stages,
the network attack was detected using the entropy property. It
measures the close probability of new incoming packets concern-
ing the total number of events. If the host receives an excess num-
ber of incoming packets then the entropy level drops and the
randomness of the packet level decreases. The attacks are detected
based on the experimental threshold values 9!, Open Flow table
contains the copy of the packet number with flow entry. An
entropy-based lightweight DDOS attack reduces the flow collection
overhead. This model was implemented in software-defined net-
works and programmable switches | 1G]. The statistical analysis
has overhead in the form of delay and high-speed network traffic.

2.2. Machine learning methods

Machine learning algorithms are used to detect and predict
DDoS attacks. In SDN, the most common threats are DDOS attacks
and intrusion. The authors have built the machine learning model
based on the training data set. Machine learning algorithms such as
support vector machines, neural networks, and fuzzy logic are
applied to mitigate the attacks {11]. The authors of { 12} have pre-
sented six machine learning approaches to analyze the DDOS
attack. They have proved that a support vector machine predicts
the attack with good accuracy and a low false-positive rate. An
Artificial Neural Network and Naive Bayes models are used to
detect the attack |13} in the network. Some of the research works
have focused on a combination of two approaches. Traffic flow fea-

tures are extracted using statistical analysis and apply machine
learning algorithms to classify the anomaly attacks | {4]. Different
types of network attacks are detected with the help of data mining
and machine learning techniques {i&i. An intelligent bee colony
algorithm was proposed by [19] for detecting the DDoS attack
and traffic reduction algorithm to reduce the network traffic in
the system.

3. Proposed methodology

The proposed Binary Fruit Fly Algorithm (BFFA) with deep
learning model analyses the syn flood attacks and the network
traffic. This model comprises data collection, feature extraction,
input layer, dense layer, and output layer. Fig. 2, Depicts the archi-
tecture of the BFFA model to detect the attacks in the network.

3.1. Data collection

The authors have implemented the model on the KDD cup data-
set. The KDD cup dataset was created by Stelfo et al., { 15] based on
the information captured from the DARPA98 IDS evaluation pro-
gram. Tabic 1 describes the training and testing split of the two
datasets. The BFFA model is trained with a 70%-30% data split.

In the preprocessing phase, the data is cleaned to extract useful
information from the dataset. It can consist of normalization and
feature extraction. Step to process the data are as follows

Step 1: Network traffic is defined as N = [nyny..........n,)
where n; is the original features of the input vector,

Step 2: T,, be a feature vector of transformed features of the
dimension.

3.2. Feature extraction

This data consists of 4,900,000 single connection vectors with
41 features. The data is classified as normal or attacks. The attacks
are categorized as Denial of Service (DOS), Remote to Local attack
(R2L), User to Root attack (U2R), and Probing attack. The bench-
mark dataset is downloaded from the following link {16! Fig 3
[Hlustrates the covariance of certain selected features extracted
from the data set. KDD cup features are divided into three gro:
such as basic features, content features, and traffic feat
features can be extracted from the TCP/IP connection
to an implicit delay in detection. Content features are h}fﬁ

e cgmp

for window intervals from the same host an

the important features are extracted from the-lata base -
ity. In KDD cup data, eight important features are & s ch
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Fig 2. Architecture of the proposed model.

Table 1

Statics of training and testing data.
Data Total Training Testing
KDDcup 18,230 12,761 5469

server, src_bytes, count, srv_count, and serror_rate. Three features
of the dataset have zero values. To avoid over fitting the features of
wrong_fragment, num_comprised and srv_serror_rate are
nullified.

3.3. Input layer

This is the first layer of the proposed model which consists of
artificial input neurons. It collects the data and sends it to subse-
quent layers for weight calculation. Each input layer has its
weights and multiplies the incoming input data for further process.

3.4. Dense layer
The neural network layer is connected deeply in the network. It

receives input from the input layer then performs matrix multipli-
cation. The matrix vector contains values that can be trained and

-10
service - 1 0.061 00016 0.12 0049 0044
src_bytes -0.061 1 2019 ooosBooo7moo1l 08
wrong_fragment - -06
count 00016-0.019 ' § 0046 0.033 0.25 il
rum_compromised -
-02
srv_count - 0,12 0.0068 0046 1 40038 0046
srv_serror_rate -0.0490.00079 £.033 0038 1 039 -0
serror_rate -0.044 0.0011 025 0046 039 1 -02
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¢ & § B § § %
5 él :Eh 8 8: :I 5.
LI s & £ §
| g @
g g, g
£ E
g

Fig 3. Covariance of selected Feature for KDD99,
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3.5. Output layer

The fully connected output layer has a single neuron and acts as
a classifier. The hyper parameters of the activation function and
learning rate are set based on the optimization algorithm. The out-
put layer is set the sigmoid activation function and learning rate
(0.00174) to implement the models. The model to classify the
attacks in the network, into two classes as normal or attack based
on the learning process. See (Table 2).

3.6. Proposed BIFFA algorithm

Binary Fruit Fly Algorithm (BFFA) is used to solve discrete opti-
mization problems. It consists of two phases such as smell phase
and the visit phase. Our proposed deep learning model is based
on the {17} vision function. This function is used for improving
the classification results. The BFFA model has the following steps

. Adjust the parameters.

. Initialize the fruit flies randomly.

. Calculate the visit phase value for every fruit fly as

. Visit; = Function (v;).

. Find the best visit value and fix the layer in that value for the
next iterations

L T

[Best Visit] = Max [Visit]

This algorithm is used for initializing the parameters in deep
learning models. To train our proposed deep learning experiment
to obtain the optimal parameters are shown in Table 3. Our pro-
posed BFFA algorithm performs well for detecting the attacks as
compared to other optimized algorithms. Binary fruit fly algo-
rithms can classify the normal and attacks. BFFA algorithm combi-
nes the swarm intelligence optimizes technique for setting the
parameters in deep learning neural networks. This approach can
reduce the learning parameter for designing the network and is
optimized for all syn flood datasets.

Table 4 shows the deep learning models input and output layer
concerning the parameters. The main components of the BFFA
model are described as follows: initialize the hyper parameter,
evaluate the solution and find a new solution for tuning the param-
eters. The dense layer is activated with the relu function. The clas-
sifier uses binary cross entropy for detecting the attacks.

4. Experimental results and discussion

The BFFA model is implemented using a python programming
language. The packages such as NumPy, sklearn, pickle, tqdm, pan-

Table 2

Dense layer and parameters.
Parameters Value
Units 30
Activation relu
Initializer uniform

Dimensions 25

Table 3

Optimal parameters for different algorithms.
Parameter BBA TD HLBBA BFFA
Batch Size 10 10 10
Number of Epoch 20 30 20
Learning Rate 0.0017 0.0017 0.00174
Number of neurons 20 40 30
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Table 4
Proposed BFFA model.

Input: Two datasets as DS, Label C as classes of the attack
Output: Prediction of attacks
Initialize: Train-Test split

Epoch
Hyper parameters for firefly model
Training:
Step 1: model,e, - —> Input and Qutput layers

Step 2: model 4.~ =>(units, activation, kernal_initializers)

Step 3 : model 4o — -> (nuMber of classes, activation, kernal_initializers)
Step 4: model  ompite - => (l0ss,optimizer, metrics)

Step 5: model .. (BFFA_best_model())

das, sea born and matplotlib are used to implement the model. It is
carried out by the two datasets KDD cup. This dataset has 41 fea-
tures and is grouped into three categories such as content, traffic,
and intrinsic features. The model performance is evaluated using
accuracy metrics.

TP+ TN
Accuracy = s TP+ TN+ IV

where,
True-positive (TP) = Number of data correctly predicts an attack.
False-positive (FP) = Number of data wrongly predicts normal.
True-negative(TN) = Number of data correctly predicts an
attack.
False-negative (FN) = Number of data wrongly predicts normal.

(1)

4.1. Syn network model

This model is implemented using two fully connected dense
layers. Dense layer parameters are output shape and activation
function. This model has an output array of shapes as 32 with relu
activation function. Training-testing split is 70-30 split. Syn net-
work model is compiled with adam optimizer. The classifier uses
a binary cross-entropy metric to predict two labels as normal or
attack. This model is iterated for 10 epochs and produces 98%
detect accuracy for KDD cup data.

4.2. TDLHBA (tuning deep learning using hybrid bat algorithm)

This algorithm combines the swarm intelligence algorithm for
setting the parameters in deep learning neural networks. This
approach can reduce the manual search of the learning parameters
in the network. This approach is optimized for different datasets.
This model is implemented on 40 neurons with relu activation
function. This model achieves 99% accuracy for the dataset.

4.3. BBA (binary bat Algorithm)

The authors of Deep Dense [ 20! utilize the BBA model; it com-
bines the Bi-LSTM with a dense layer to predict the attacks. The Bi-
LSTM utilizes the 64 filters with tanh activation and L2 kernel reg-
ularizer. This model is compiled using the relu activation function.

4.4. DL-BFFA model

The prediction of the syn flood attack is implemented on theQ
KDD cup dataset. Table 1 presents the basic information of:
dataset. The learning model initializes the parameter ,u's' g
TDLHBA, and BFFA optimization algorithms. In this
we used 30% of test data for calculating the accura
network model has two fully connected hidden lay,
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are using ReLU nonlinear activation function. The classifier (output
layer) is defined as a sigmoid activation function to detect the
attacks. The model is compiled with a batch size of 10 and the
learning rate is 0.00174 for 20 epochs. Early stopping is applied
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to stop the training once the improved accuracy is reached. E
Table 5 presents the performance evaluation results of all the g
optimization models. It has been observed that both the Syn net-
work model and TDLHBA achieve good accuracy as compared to
the BBA algorithm. It has interfered that our proposed model out-
performed the test classifier. This model achieves 99.96% accuracy
in detecting the attacks.
The following Fiz. 4 shows the detection accuracy for the pro- E
posed model. It has been observed that both the training and test- =
ing accuracy are increased linearly. Because the model learns the fg
feature well and considers important features for training and test- w2 ' ;
ing. The loss of the training and testing phase is shown in Fig. = E Normal sampgetattack
Fig 6. Confusion matrix for BFFA model
Table 5 Table 6
Performance melrics of proposed model Proposed model compared to the existing model
Model Loss Accuracy Maodel Loss Accuracy
syn Network Model 0.6985 0.9891 BRNN 0.0901 0.9794
TDLHBA 0.0020 0.9901 BFFA 0.0011 0.9996
BBA 0.0016 0.9794
BFFA 0.0011 0.9996
5. Evaluation metrics
The proposed model is evaluated using a confusion matrix. It is
BFFA Model Accuracy a n*n matrix where n is the number of the actual classes. This
099953 matrix compares the actual class to the predicted class by using
099952 the deep learning model. Each column represents the actual value
of the class and rows are related to the predicted class of the data.
SR The validation size of the data is 5469. Fig. 6. Show the confusion
099950 matrix for the BFFA model. This model correctly predicts the
§ attacks on 5466 data and only three data are wrongly predicted.
g 099949 This metric proves that the proposed model is well designed to
¥ 599048 predict attacks.
099947
6. Comparison of the proposed model
099946 — Tain
099945 t The authors of {22-22} proposed a deep learning model to
0 1 > 3 4 5 5 detect the DDoS attack using a recurrent neural network classifier.
Epoch This model has achieved an error rate of 2.1% for detecting the
attacks. This classifier was used to trace the network attack activ-
Fig 4. Accuracy of the BFFA Model. ities and the sequences of the network traffic. Our proposed BFFA
model improves 3.5% detection accuracy as compared to the exist-
ing classifier model. The revised feature extraction technique is
BFFA Model Loss used to extract important features to avoid over fitting. See
— Tain (Table 6).
Test
00030 \ 7. Conclusion
00025 "\\ In DDoS attack detection, the deep learmming-based classifier pro-
“ \ duces better accuracy and less prediction time as compared to
L \ other deep learning algorithms. This algorithm can able to handle
00020 Vi different kinds of attacks in the network system. In this research
e work, the authors presented a novel BFFA algorithm by utilizing
00015 e i the swarm intelligence approach for optimal parameter findings.
The neural network parameters are tuned by using.the of;ﬁinu‘k—"
metric values. Conventional deep learning mode afal desigried
. > : x T T - using hand-picked parameter values._The experi I results of
Epoch the BFFA model show that the detection accu h as com-
pared to the existing models. The compafison of the \'pg ‘\
Fig 5. Loss of the BFFA Model. approach with the proposed algorithm-S describ, S DQQ.%‘
H Qﬁ\ "cﬁ‘\ t\\%?“
@ O AW
O
oW aal

%“\\\\\(\ R
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the accuracy with the same dataset. In the future, the authors have
a focus on unidentified attacks for preventing cyber security issues
in the field of IT applications and the banking sector.
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Object detection in underwater acoustics especially sea floor object has been overwhelming mission
chiefly owing to strident environment of sonar images as well as because of visibly existing sonar images.
Side Scan Sonar is the primary sensor for Autonomous Underwater Vehicles to perform survey on sea
water. Hence, we are using this S5S images for categorizing several objects like sand, mud, clay, graves,
ridges and sediments in underwater sea through any size subsequent to training. We applied two-layer
CNN architecture to train the model as well as we utilized three pre-trained network models such as
VGG-19, ResNet50 and EfficientNet model for evaluating the performance of the model based on training
and validation accuracy measures. Moreover, we utilized deep learning based transfer learning approach
in which the parameters are tuned for classifying the images into sediments, clay, mud, stones etc. Our
experimental outcomes shows that pre-trained EfficientNet model generates better accuracy of 100%
after fine tuning the parameter in object recognition along with classification using SSS images.

© 2021 Elsevier Ltd. All rights reserved.

Selection and peer-review under responsibility of the scientific committee of the International Confer-
ence on Nanoelectronics, Nanophotonics, Nanomaterials, Nanobioscience & Nanotechnology.
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1. Introduction

For underwater investigation and imagery, SSS expertise has
been utilized for over three decagons. Archaeology, security and
defence, seabed categorization, and ecological investigation are
some of the applications for side-scan sonar. Data collecting has
become more automated in modern years because to the introduc-
tion of autonomous underwater equipment. Convolutional Neural
Networks have been extensively utilized in several researchers
with categorization and object detection in underwater acoustics
in current years. Huo et al. {2} anticipated semi-synthetic data pro-
duction approach for categorizing sonar images into several
objects like mud, clay, mine, rock, etc. Also, they applied pre-
trained model namely VGG-19 also fine tuning the data which
attains 97.76% accuracy in object classification in underwater.
The architecture proposed by [9] is depicted in Fig. 1.
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1.1. Objectives

The main objective of the proposed work is mentioned as
follows:

o To gather Side Scan Sonar dataset taken from underwater
acoustics seafloor.

« To perform augmentation technique for construct the catego-
rization models which helps to categorize sonar datas into rock,
mud, clay, sand and some other related minerals.

» To introduce the pre- trained the neural network model such as
VGG-19, ResNet50 and also EfficientNet model for evaluating
training and validation accuracy

« To detect the metal mine objects such as rock, mud, clay and
sand from seafloor images and classification of the image using
transfer learning.

1.2. Motivation

The major challenge is inadequacy of sufficient Sj
data sets required for training the proposed mod
tation is used to build the classification model

Please cite this article as: G. Chandrashekar, A. Raaza, V. Rajendran et al., Side scan sonar image augmentation for sediment classifica
ing based transfer learning approach, Materials Taday: Proceedings, &5 HcLoTEr 0016 manx 202107222
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Fig. 1. Architecture introduced for object classification.

2. Related work

During 1998, Bull et al. [10] estimated reflection co-efficient
from Chirp data and they applied whether it is applicable to
archeological studies. Yan Song et al |27} applied deep learning
based CNN especially Markov Random Fields for segmenting
the SSS images into several objects like sand, clay, mud etc. Qin
et al. {18! proposed deep learning based Convolutional Neural
Networks as well as CIFAR-10 based grayscale for pre-train the
model to accomplish features relocation including enhancement
in performance of model. After fine tuning, ResNet approach
reached an error rate of 3.46%. Anuja Pharate et al. |2] applied
support vector machine and principle component analysis were
utilized to categorize SSS images into mud, rock, mine, clay.
Object recognition as well as classification in underwater acous-
tics especially sea floor using Gaussian mixture approach by kan-
nan et al. [12] achieves 99% accuracy, one-dimensional based
Convolutional Neural Network model with Jun Yan et al
[11.28], multidimensional based deep learning approach by Tsai
et al. {3] Apriori modeling applied by Naveen kumar et al. {17},
deep learning based CNN used by Fenglei Han (&, Sejin Lee
et al. {22], Einsidler et al. {4.14], depends on physics modeling
by Christina Fredrick et al. {7], edge based segmentation
approach tried by Priya dharshini et al. {20}, active learning
method Dura et al. !5}, machine learning technique Zhang et al.
[33], especially decision tree for SSS matching Sylvie
Danielet al. {26! Fuzzy means clustering technique Chang. R
et al. |19}, transfer learning based YOLOv3 approach by Yulin
et al. {31] from side scan sonar images. Feature extraction has
done from side scan sonar image for underwater acoustics Nayak
et al. [1621],also unsupervised removal of features from SSS
images by Morissette et al. [}, extracting relevant parameters
based on deep learning for object classification in underwater
completed by Zhu et al. {321. Image segmentation in underwater
acoustics using efficient Convolution network by Meihan Wu
et al. {15], based on extreme learning machine developed by
Yan Song et al. [24.29], In addition, classifying objects in under-
water acoustics from SSS images by [Jason Rhinelander]. Many
researchers namely Yujie Chen et al. (30!, Lubis et al. {13}
reviewed several article regarding underwater object detection
from SSS images or dataset using neural network method Shrad-
dha et al. 23], watershed segmentation [ 1] based on markers to
specify the regions {33-381
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3. SSS dataset and methods
3.1. Underwater seafloor SSS image dataset

Authors build a real and synthesis dataset from seafloor sides-
can sonar images. The dataset used in this project is built by using
data augmentation techniques such as rotation, translation, scal-
ing, and cropping can be employed to increase the size of the avail-
able dataset {25/,

The details about training and testing samples portion for each
objects such as rock, mud, clay, sand, sandwaves and sandridges
from underwater SSS images are listed in Table 1.Here, we have
taken SS sonar data from sea floor acoustics like rock, mud, clay,
sand, waves and ridges with 41 training samples and 10 testing
samples which undergoes classification of sediments. Hence,
totally 51 samples are utilized for each underwater acoustics
objects.

3.2. Sample SSS data

Figz. 2 depicts the objects available in underwater acoustics
using sonar images.

3.3. Modules in proposed model

In proposed work, we have five modules for sediment classifica-
tion using SSS images. Each module for sediment based classifica-
tion is described below.

3.3.1. Module 1: Gathering side scan sonar (555) images

Here, 5SS images have been gathered from specified link or
some other resources related with underwater sea floor for finding
objects and also classification.

3.3.2. Module 2: Data augmentation

Data augmentation technique is utilized for enlarging the sonar
dataset with the aim of enhancing the performance of model to
simplify. It consists of shifting, rotation, translation, scaling and
cropping images to transfer the original image pixels into another
format named as transformed image (SSS). This can be done using
deep learning based Keras library through ImageDataGenerator
class.

To identify the objects like mines, rocks, mud, clay and other
minerals, we illustrate the outline for sonar image as shown like
Fiz. 3. While we enlarge the sonar image, we need to place outline
box furthermore designate modernized consequently. For making
boundary for sonar image, ImgAug (ImageAugmentation) is used.
While we perform operations such as rotation, shear, translation
and cropping the sonar image, fixing the border line in the specific
region of rocks, mud, or clay is also updated consequently.

1. Rotation

Rotation technique specifically used to rotate the underwater
sonar image by a precise level. Here in figure we can see how the

Table 1
555 image data description. \
A

Data Training Testing y, W
Rock 41
Mud 41
Clay 41
Sand 41
Sandwaves 41

Sandridges 41
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Sandwave Sandridges

Fig. 2. Sample S5S data.

original image (202, 200)

200

transformed image (202, 200)

125
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Fig. 3. Rotation approach applied on S5S image.

original sonar image with pixels (202, 200) is malformed into
transformed image with similar pixels dimensions of (202, 200).
We are revolving the sonar image by 50 to 40 degrees for modify-
ing image quality to enhance the image performance.

Here is the python code for rotation technique that makes the
underwater acoustic sonar image alternate the position to a speci-
fic degree.

Loader_Transform = Transforms. RandomRotation (10)

Imshow (‘sandndges.png’, LoaderTransform)

ii. Translation
Translation defines that SSS image is transformed into either
along horizontally means xX-axis or along vertically which repre-

sents y-axis shown in Fig. 4. Here is the python code for translation
technique that makes the underwater acoustic sonar image to

original image (202, 200)

Fig. 4. Side scan sonar image translation.

3

transform into another specified image depends on axes (both x-
axis and y-axis).

Loader_Transform = Transforms. RandomAffine (0, translate =
(0.4, 0.5))

Imshow (‘sandridges.jpg’, Loader_Transform)

iii. Scaling

Scaling can be used for scale the sonar image into either zoom
in or zoom out. Now, we are scaling the sonar image into 140%
to 140% of the sonar image which represents height and width.
By using both x-axis and y-axis, we are scaling the image sepa-
rately which is depicted in Fiz. 5. This transformation modifies
the objects those are available in underwater acoustics. By using
this operation, the height and width of the sonar image may get
reduced or enlarged. We attained this operation by proliferate

transformed image (202, 200)
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transformed image (140, 140)

o
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Fig. 5. S5S image scaling approach.

every vertex (X, Y) with specified scaling factor represented as (Sx,
Sy) to generate the translated co-ordinates as (X, Y). Here is the
python code for scaling technique that makes the underwater
acoustic sonar image into either compressing or expand the size
of the image.

Loader_Transfrom = Transforms.Resize ((140, 140))

Imshow (‘sanridges.png’, Loader_Transform)

iv. Cropping

In this operation, the original sonar image is cropped by nearly
140%. Here the objects seen in sonar image emerge in dissimilar
location with dissimilar ratio. It eliminates both rows as well as
columns at the surface of sonar image which is shown in Fig. &.

By using the following python programming code, cropping
operation has done through reducing the columns and also rows
in sonar image outside.

Loader_Transform = Transfroms. CenterCrop (140)

Imshow (‘sandridges.png’, Loader_Transform)

3.3.3. Module 3: Training and testing

Training the data: Training the side scan sonar images is nec-
essary important especially categorizing sediments from seafloor
which helps to fit the network model. Hence we are applying deep
learning based neural network to train the model based on SSS
dataset.

original image (202, 200)

200

Fig. 6. Image cropping using 555 underwater data.

4

Validating the data: Validating SSS image dataset indicates
that these images are utilized to afford balanced estimation of
any model which suits on training sonar images when the model
is tuned (hyper parameter tuning). The assessment turned into
additionally imbalance as ability on validation sonar images that
are integrated into novel modern design.

Testing the data: Testing dataset afford balanced assessment of
ultimate model suits on training dataset. This part is considered as
standard segment in evaluating the model exactly. Testing the
images is used only once a model is entirely trained with both
training and validation of sonar images. Wholly, testing the images
is utilized to estimate challenging network approaches. The split-
ting sonar images into specified ratio is shown in Fig. 7

3.3.4. Module 4: Pre-trained models

i. VGG-19 model
The framework of VGG-19 model comprises of Convolutional
layers (16) with 5 grouping, connected layers (3). Hence, this
model has 19 layers along with features entirely. Since VGG Net-
work model is appropriate for transfer learning, VGG-19 represen-
tation is utilized in this proposed model which is depicted in Fig. 8.

ii. ResNet50 model
We trained the neural network model up to 30 epochs for iden-

tifying the sediments in underwater sea and undergoes classifica-

transforrned image (140, 140)
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Validation Test

Fig. 7. Splitting sonar data in this ratio.

tion by estimating accuracy, loss, validation accuracy and valida-
tion loss for ResNet50 model.

iil. EfficientNet model

The baseline network has a big role in reproduction scaling’s
success. To enhance performance even more, we created a novel
baseline network by using the AutoML MNAS structure to do a
neural network framework search that optimizes mutually accu-
racy as well as efficiency. Our result shows that EfficientNet model
generates greater accuracy as 100% with least amount of loss.

3.3.5. Module 5: Proposed fine tuned model

This proposed fine tuning of parameters generates more accu-
racy to enhance the overall model performance. Also, efficiency
of model will be improved. Fig. 9 portrays that comparison has
done among fine tuning of network model is with transfer learning
and without transfer learning.

4. Proposed CNN architecture and transfer learning approach

Here we are introducing two CNN based architecture for identi-
fying minerals like objects such as mines, rocks, sand, clay, mud,
gravels etc in underwater sea acoustics using side scan sonar
images. They are two-layer neural network based model as well
as deep learning based transfer learning algorithm.

4.1. Two-layer neural network model

This model comprises of original sonar data along with aug-
mented data with Convolutional Neural Network layer with ten
epochs. The CNN based two-layer NN architecture is shown in
Fig. 10.

Convolutional Layer: The Convolutional layer has a number of
strains (filters) whose features must be academic. The strains alti-
tude, load are less than that of the input volume. Every strain is
convolved with the input volume to produce a neuron-based acti-
vation map.

Pooling layer: The parameter map magnitudes are reduced by
using pooling layers. As a result, the number of attributes to be
trained and the amount of processing in the network are both
reduced. The features contained in a region of parameter map pro-
duced by a convolution layer are summed up by the pooling layer.

Flatten layer: Flatten is a function that takes a pooled feature
map and turns it into a single column that can be supplied to a fully
linked layer. Dense gives the neural network a completely linked
layer.

Dense layer: A closely linked layer provides learning features
from all the amalgamation of the features of the previous layer,
but a Convolutional layer relies on reliable features with a small
repetitive field. Here, we are using the size of dense layer as ten
and the number of epochs used for training the data samples as 20.

FC layer (Classifier)- Now our designed CNN based Neural Net-
work model using SI-BBA is suitable for classifying the data sam-
ples into phishing attack websites (malignant) and normal
(legitimate).

e

" IXn2

i g maxpool . maxpool maxpool maxpool
maxpool depth=256 depth=512 depth=512 Q\"
depth=64 depth=128 3x3conv 3x3 conv 3x3 conv
3x3 conv 3Ix3cony  conv3 1 convd_1 convS_1
convl 1 conv2_1 conv3 2 convg 2 convs_2
convl 2 conv2 2 conv3 3 convd 3 convS_3
convd_4 convd_4 convs_4

Fig. 8. VGG-19 framework for object classification through layers.
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Fig. 10. Two-layer Neural Network model.

Output layer: This layer generates the precise output for the 4.2. Deep learning based transfer learning approach
given input. The input images are classified into normal and abnor-
mal (Cardiac Amyloidosis) shown in the output section. The architecture of deep learning based transfer learning
scheme is described in Fiz 11 which explains that initially original
sonar data have taken, then those datas are augmented, followed
by pre-trained the models such as VGG-19, ResNet50, EfficientNet,
then introducing fine tuning of classifier to categorize the 5SS data

Original Data+

Pre-trai Models (VGG ed Fine tuning
Augmented Data - |

19 Resnet50 Efficient Net) Classifier l

~ ouput L!:elb\\‘ eﬁ \
ae\

??\;%! \t(\‘}% \“%f\v’
A A g8

O
G““ \\'ﬂ

Fig. 11. Deep leaming based transfer leaming approach.
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Fig. 12. Training accuracy Vs Validation accuracy.

Training and validation loss
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Fig. 13. Training loss Vs Validation loss.

into mine, rock, sediment, sand, mud, clay etc. Finally the output
will be predicted via validation phase.

Transfer Learning approach is one of the deep learning based
approach wherever we know how to receive the pre-trained net-
work based approach also utilize it as initial stage to find out
advanced event. It is usually considerably faster and easier to
fine-tune a network with transfer learning than it is to train a net-
work from start with randomly initialized weights. With a smaller,
limited number of training photos, we are able to transfer quickly
that are previously learned characteristics to a new task and iden-
tify new targets. Nowadays transfer learning based deep learning
approaches are applied in the domain of medicinal applications
such as disease diagnosis, disease classification (normal/abnormal)
from images. Hence in this paper we are applying transfer learning

Table 2

Metrics evaluation compansen has done before tuning as well as after fine tuning the parameters.

technique for detecting underwater objects as well as classifying
the objects into sediments, clay, mud, graves, sand, soil, rock etc.

5. Evaluation of metrics

Based on evaluation on metrics such as training accuracy, vali-
dation accuracy, training loss and validation loss, we undergo clas-
sification of objects in underwater sea using SSS images. The
evaluated metric are described below.

Training accuracy: Accuracy is defined as metric so as to usu-
ally express how the deep learning approach executes diagonally
every section. This may helpful while every potions having identi-
cal significance. Accuracy is estimated as the ratio among m-
ber of correct predictions to the total number of predicti

Training Accuracy (%) Validation Accuracy (%) Training Lo oo
Before tuning 88.89 97.62 0.457 R\N"
After fine-tuning 97.22 9841 0.486 9
e .&o
A%
“S\\\U wm\e‘

Gun‘l\“m\“
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Fig. 14. Training accuracy, loss Vs validation accuracy, loss using VGG-19.

Table 3
Comparison among before tuning and after fine tuning for accuracy and loss metrics.
Training Accuracy (%) Validation Accuracy (%) Training Loss Validartion Loss
Before tuning 66.66 100 0423 0.128
Alter fine-tuning 8333 100 0.342 0.180

on True positive, true negative, false positive, and False negative
metrics we are evaluating the accuracy to find the performance
of the model.

Validation accuracy: Testing accuracy is otherwise named as
validation accuracy. After training the sediment data, the accuracy
metric is calculated for evaluating the performance of the model
based on this validation.

Training less: Training loss is the inaccuracy on the working
out set of sonar data or images

Validation loss: The validation loss is calculated following the
same epoch’s learning phase.

Epoch: One epoch is defined as when the complete dataset vis-
ited both front and rear through neural network only once. The
amount of epoch is a hyper parameter that defines how many
times that the learning algorithm can be done through the com-
plete training dataset.

6. Experimental outcomes

The explanation behind fine tuned of parameters isthafirelocat-

ing VGG-19 deep leamming based approac
through pre-training VGG-19 model on E

c\
Table 4 \f %‘\e\a
Comparison among before tuning and after fine tuning for accuracy and loss metrics. e \‘:\‘\) - “‘QQ ‘?\‘Q\ﬁ\
Training Accuracy (%) Validation Accuracy (%) Training Loss Q‘f\\ Va‘lli‘ ;L\nsa \\
Before tuning 8333 100 0.557 % \\&39 W
After fine-tuning 100 8333 2 . \\ \'LQ
4535 \\‘\S w
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Fig. 15. Training accuracy, loss Vs validation accuracy, loss using ResNet50 model.

Table 5
Comparison ameng before tuning and after fine tuning for accuracy and loss metrics using EfficientNet model.
Training Accuracy (%) Validation Accuracy Training Loss Validation Loss
EfficientNet 100 100 0.081 0.006

Training and validation accuracy
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Fig. 17. Training loss Vs validation loss using EfficientNet model.

comprises of plentiful objects, the trained VGG-19 already learnt
adequate parameters for detecting several types of underwater
acoustics objects. By means of fine tuning the VGG-19 scheme,
the object weights are rapidly attuned that is appropriate for 555
images. In this work why we are not using shallow CNN since it
is not possibly being utilized to categorize intricate outline that
needs little bit deeper model. Hence we are using deep learning
based network model with 30 epochs. The accuracy with validation
as well as training accuracyis estimated using two-layer CNN
model which is depicted in Fig. 1Z, hence training loss and valida-
tion loss graph is shown in Fig 13 and Table 3 (Tabie 2).

6.1. Classification using simple 2-layer CNN model

6.2. Pre-trained VGG-19 model

For evaluation, training improvement of 30 epochs of not-deep
model for pre-trained VGG-19 model is depicted in figure. We
observe that during training phase a non-deep model from scrape
fight back for optimal convergence with ten epochs. By tuning the
parameters the relocating VGG-19 approach is ability to attain
greater performance. Even though pre-trained the deep learning
based neural network approach such as VGG-19, ResNet50 on Effi-
cientNet scheme. Subsequently fine tuned those VGG-19, ResNet50
approaches on actual sonar training dataset know how to attain
better outcomes when compare to other approaches. If any imbal-
ance happened, then it leads to wrong classification. The pre-
trained models training accuracy and validation accuracy is
depicted in Fig. 14 and training loss vs validation loss is shown
in Fig. 14 as well as Table 3

6.3. ResNet50

For evaluation, training improvement of 30 epochs of not-deep
model for pre-trained ResNet50 model is depicted in Tabis 4 and
Fig 15. The validation accuracy and training accuracy is estimated
by tuning the hyper parameters of side scan sonar images to
extract the features also attaining greater performance in object
recognition as well as classification.

10

6.4. EfficientNet

The EfficientNet model is a fine-tuned classifier which is being
utilized for sediment classification using side scan sonar images
taken from underwater acoustics sea floor. Both training and vali-
dation accuracy along with loss are depicted in Table 5, Figs. 16 and
17. Among other pre-trained models, our fine tuned model gener-
ates better results based on accuracy measures of 100% in sedi-
ment classification. Training accuracy is identified easily by the
representation of red colour, validation accuracy represented by
red colour.

7. Conclusions

The main target of this mission is to use side scan sonar images
from a sub bottom profiler system to identify and segment sedi-
mentary objects such as mines, rocks, clay, and mud that are posi-
tioned a few meters beneath the seabed. This will help with many
underwater domain applications, especially metal mine detection.
Also, we established that some deep learning based network model
such as VGG-19, ResNet50 model were pre-trained and then fine
tuning on CNN based EfficientNet model generates suitable out-
comes based on accuracy measures as 100% in underwater object
detection along with classification of objects into mines, rocks,
clay, mud, graves, ridges and sediments.
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Abstract:

Most of the minerals and vitamins can be obtained by humans
with the intake of fruits. Fruits are very rich in fibre and health-
boosting oxidants can be provided by them. With a daily routine
of cating fruits. a human can avoid the risk of diabetes, cancer,
heart diseases. But these days fruits are being adultered for the
[1] economic and technical benefits. Adulteration is a Kind of
illegal act of mixing some harmful chemicals into the fruits in
order to increase profits. Eating adultered fruits can lead to
chronic diseases diarrhoea, cancer, liver disorder, and heart
discases. Adulteration is aserious threat to the health of humans.
Even though the adulteration of fruits is banned, many traders
are applying adulteration in the thirst of more profits. It is very
difficult to identify the fruits which undergone adulteration with
naked eyes. Image processing techniques can be applied for
detecting the adultered fruits. In this paper, A Convolution
Neural Network (CNN) with K-means clustering and Bag of
words basced technique is proposed to detect the fruits which
undergone adulteration. Accuracy of 0.94 is achieved with the

proposed system.
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I. INTRODUCTION:

According to the reports, in the entire world there
are 2000 types of fruits are available. Fruits are very
rich in fibre. Fruits are the main source of minerals
and vitamins. Health boosting anti oxidants can be
produced by the fruits, which makes a human to
fight with many kinds of diseases. [2] An apple
daily keeps doctor away which makes an human to

be healthy. But these days, thee fiuits are being
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mixing harmful. poor quality, substandard fruits to
make fruts look more shining and fresh. There are
few frut business people who are adultering the
fruits in the thirst for more money. The mntention of
fruits intake is for the nourishment of health which
[4]is gamed through them. Stages mvolved in fruits
nourshment are production, then processing, and at
last distribution of nourishment. Fruits are remamed
improved in terms of appearance, their texture, and
hence the concept of adulteration came mto
practice. In the process of food adulteration, a fruit's
quality gets reduced with the addition of chemicals
to the fruits. Due to the addition of chemicals the
appearance of fruits gets improved and hence these
fruits can attract many customers to buy them and
with this fruits can be sold for a huge amount. But
the fact s with the consumption of adulteration
fruits can cause serious health issues lke cancer,
heart-related diseases, and many diseases. Formalin
is the chemical mostly used for the adulteration of
fruts and the prevention of dead bodies from
decaying can be done with the same chemical. The
above reasons  strongly suggest avoiding the fruit
adulteration. Though the governments of countries
are trying to restrict the fruit adulteration, this is not
happenng to the full extent. Image processing
techniques can be applied to avoid this and the

proposed model s shown in fig. 1.

978-1-6654-0118-0/22/$31.00 ©22022 IEEE
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Fig.1 Proposed model

II. LITERATURE SURVEY

Food adulteration is a serious threat to the health of
individuals [5] in any country. There are many
kinds of adulterations are there. Common
adulteration is done in mik, sweets, coffee, Dal,
fruits, oils. Even the products which are[6] used for
kids are being adultered and this affect a lot the
health of kids and with this the kids

unnecessary weights and also the diseases which

gains

has to be occurs[7] after 40 years of age. Sometimes

food poisoning problems occurs with adultered

fruits.  Chemicals used for adulteration are
carcinogenic, Metallic material lke mercury,
Artificial [8] ripening of fruits, metanil yellow,

molasses  sugar, aluminum, malachite green, ergot.
Image processing techniques are very popular in
health domain and food domains [9].Image processing

techniques need filtering, clustering, and

classification. Many filtering techniques [10] like

mean, median filtering and m3 filteg

popular for removing noise. PSN are used for
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noise check. Feature extraction techniques are much

needed in the work of adulteration of foods.CNN

classiticr is [11] used for achieving higher accuracy.
. Methodology

A. Dataset:

In the proposed model, it is necessary to have a
good amount of dataset and the dataset is collected
by usng a Sony 16X zoom digital camera. Here
2000 samples of fruits are collected which are a
combination of both normal fruits and adulteration
fruits. fruits
orange, papaya are taken mto consideration where

kind of frut n with 200 normal and 200

Here like apple, banana, mango,
cach
adulterations. And in the process of the experiment
suggestions are taken from the fiuit department

regarding how the adulteration process goes

B.SIFT feature Extraction:

Scale-mvariant feature transform (SIFT) s a feature
extraction technique where portraying of 28
dimension vector is done at each and [12]every
pomt. Detection of scale-space extrema is detected
in the nitial case. In the further steps detection of
kev point localization is done which further takes to
the arrangement of extrema points to the key point
descriptor.  Working of feature extraction using

SIFT can be seen in fig.2.

978-1-6654-0118-0/22/$31.00 ©2022 IEEE

SIFT detection area
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Scale space extrema detection

N

Keypoint localization

N

Orientation assignment

N

Keypoint descriptor

Fig.2 Step involved in SIFT

C. Feature clustering using K-Means:

Obtained feature are grouped into the clusters using
K-Means
Euclidean distance [13] between the centroid and

clustering. In  K-means clustering
individual pixels is calculated and looping of the
same process s done until all the pixels get
clustered.Fig.3 shows the result of clustered pixels

using the k-means clustering,
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K means clustering of SIFT features
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Fig.3 K-Mean clustering of SIFT features

D. Bag of Visual Words (BOVW):

BOVW s a technique that is being implemented m
many areas and is the motivation for applying the
same model in the [14] proposed work. And the
results obtained with this are quite impressive and
this boosted the accuracy of results. In Bag of visual
words, all the clusters are considered as a word and
all the words together are considered as vocabulary.

And here each vocabulary is given as input for

Visual-word vectors

“bags of visual words®

Fig.4 Model for Bag of Visual words

E.Classification using CNN:

Convolution neural network is the proposed
classifier used for training and testing purposes.
Here the image first gets resized [I15] to optimal
size. The resized mmage is given to the Convolution
layer. Here each image is of 32X32X3 of pixel
values. Here [16-18] dimensions of the kernel filter
are 5X5X3. Here the [19,20] multiplication values
are summed up for generating a single number
which can be further sliding the

kemmelFig.5 shows the architecture of ANN.

used for

Hidden layers

Input layer |
i h, h. h, 0

¢ Output layer

Fig.5 Architecture of ANN

IV. Results and Discussion:
Along with the CNN classifier few more classifiers
are alo taken into consideration for the work
proposed. Other classifiers are probabilistic neural
network (PNN), Back propagation neural network
(BPNN), RBFNN (Radial Basis finction Neural
network), machi

Support vector

).Evaluation of work is done

Sensitivity and Accuracy. Traj

978-1-6654-0118-0/22/$31.00 ©2022 IEEE 1071
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both kinds of fruit datasct which arc normal and

Adulterated Fruits.

tm
th+ tp

tp+tn
tp+fp+itn+fn

Specificity =

Accuracy =

Table.1  shows the performance evaluation of
different classifiers. Here in proposed model with
CNN model 93 % accuracy is achieved and also the
accuracies of other classifiers are also considered

and with CNN the highest accuracy is achieved.

CNN | PNN | BPNN | RBFNN | SVM
Accuracy 93 88 84 88 82
Sensitivity 87 82 86 86 83
Specificity 91 83 89 87 86

Table.1 Comparison of results

Fig.6 shows the graphical representation of

performance evaluation of different classifiers.

11 [ I
| - 1 i |
11
= | |
| RBFNN | — i
I ! 1 = Specificity !
S i
BPNNM W B Sensitivity
3 ! W Accuracy
AL —— SN
. ==
1'/ T T T
70 80 90 100

Fig.6 Graphical representation of performance
evaluation

V. Conclusion:

mission of

individual  should

In a healthy India, where every
live healthy with less number
disease, this proposed model helps m avoiding the
mtake of adulteration fruits. Proposed model
achieves higher accuracy, which is better at present
when compared to other models. Proposed model is
tested for accuracy by applying other classification
techniques like SVM, PNN, RBFNN, and BPNN.
But the highest accuracy is achieved with CNN.

Future work:

This model is limited to detection of only
adulteration fruts. This work can be further
enhanced to classification of food items like

adulteration sweets, ice and many more. Further
accuracy of present model can also be enhanced by

using other algorithms. Proposed mode

enhanced with large amount of d

9TR-1-6654-0118-0/22/831.00 42022 IEEE 1072
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